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ABSTRACT
The problem of answering multiple choice questions, based on
the content of documents has been studied extensively in the ma-
chine learning literature. We pose the due diligence problem, where
lawyers study legal contracts and assess the risk in potential merg-
ers and acquisitions, as a multiple choice question answering prob-
lem, based on the text of the contract. Existing frameworks for
question answering are not suitable for this task, due to the in-
herent scarcity and imbalance in the legal contract data available
for training. We propose a question answering system which first
identifies the excerpt in the contract which potentially contains the
answer to a given question, and then builds a multi-class classifier
to choose the answer to the question, based on the content of this
excerpt. Unlike existing question answering systems, the proposed
system explicitly handles the imbalance in the data, by generating
synthetic instances of the minority answer categories, using the
Synthetic Minority Oversampling Technique. This ensures that the
number of instances in all the classes are roughly equal to each
other, thus leading to more accurate and reliable classification. We
demonstrate that the proposed question answering system out-
performs the existing systems with minimal amount of training
data.
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Figure 1: A sample question Does the agreement restrict as-
signment? with the evidence highlighted in the contract and
a yes/no answer.

1 INTRODUCTION
The objective of due diligence in mergers and acquisitions (M&A)
law [18] is to examine legal documents and assess the risk in the
potential mergers and acquisitions. We formulate the problem of
extracting this information from the contract as a multiple-choice
question answering problem, and present a question answering
system which can predict answers to user-defined questions after
identifying the text in the contract most relevant to the question.
For instance, an important factor lawyers are interested in is if the
contract can be assigned to a third party without the consent of
all the original parties to the contract. This can be posed as the
question "Does the agreement restrict assignment?" with a yes/no
answer (Refer Figure 1). The proposed question answering system
is trained to first identify relevant passages from the contract which
potentially contain the answer to this question, and then learn a
classification model to predict the answer based on the content of
these passages. Most existing systems employed for multiple choice
question answering based on the content of documents suffer from
the drawback of imbalanced training data, i.e. it is not possible to
find nearly equal number of instances of each type of the answer for
a given question to perform the training. For instance, there may
be more examples of contracts where the answer to the question
"Does the agreement restrict assignment?" is yes when compared
to no. Existing systems cannot handle such imbalance and often
require tens of thousands of contracts to accurately learn to predict
the answers for multiple choice questions.

In the proposed system, we explicitly handle the imbalance in
the training data by generating synthetic examples of the minority
categories, using the Synthetic Minority Oversampling TEchnique
(SMOTE) [3, 20]. This technique, frequently used for imbalance
handling in classification, generates new examples as linear combi-
nations of instances of the minority classes, until the number of in-
stances in the majority and minority classes are nearly equal to each
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other. The incorporation of this technique in the proposed question
answering system ensures that the training can be performed accu-
rately with minimal number of examples. Our preliminary results
demonstrate the accuracy and efficiency of the proposed system in
answering multiple choice questions.

The remainder of the paper is organized as follows: In Section 2,
we outline some of the existing methods for question answering and
review the related literature. In Section 3, we describe the proposed
question answering system, and present our preliminary results
and conclusions in Sections 4 and 5 respectively.

2 PRIORWORK
There are two primary types of methods employed for question
answering: (i) using a structured knowledge base manually built
by domain experts, and (ii) using natural language processing tech-
niques. In the former approach to legal question answering, lawyers
spend hours building data structures and rule based systems for
answering questions. These systems are neither cost-effective nor
robust enough to handle different types of questions.

Natural language processing techniques, on the other hand, ana-
lyze the text of the documents and automatically learn to predict the
answers for questions. They are more robust and scalable to large
number of documents, thus reducing the time and the financial cost
of the system. The proposed system falls into the latter category.

Most prior work based on natural processing techniques involves
identifying parts of the documents which potentially contain the
answer to the question and building a multi-class classifier over the
(document, question, answer) triplets to find the answer to ques-
tions on previously unseen documents [6, 14]. Words or phrases in
the documents and questions are represented as feature vectors and
the parts of the document most relevant to the question are identi-
fied based on the similarity between the document sentences and
the question. Lately, more complex embedding methods like deep
neural networks are being employed to featurize the documents and
questions, and for building classification models [5, 9, 11, 12, 19].

In [6], a ranking Support Vector Machine [8] is employed to rank
the paragraphs in a set of legal articles against the question, in the
order of their relevance. A convolutional neural network classifier
is then trained to determine the answer based on the most relevant
excerpts. The question and the articles are converted to TFIDF
(Term Frequency InverseDocument Frequency) vectors [17] before
being input to the ranking SVM. In [9], the sentences in the articles
and the question are embedded using the word2vec [13] technique
to get the feature vectors. These word2vec features, combined with
additional linguistic features, are then input to a convolutional
neural network classifier to obtain the answers. Both these works
assume that the data set is balanced.

Attention-based recurrent neural networks [5, 11, 12, 19] first
embed the sequence of words in a sentence, using a learned em-
bedding matrix, to obtain the feature vectors for each word. The
embedding matrix may or may not be the same for the question and
the document sentences. The word sequence within the sentence
affects each word’s vector representation due to its dependence
on the previous words. In [5] and [11], the feature vector for each
word is additionally multiplied by learned weights to signify the
importance of the word in the sentence. The feature vectors thus

Figure 2: Training and prediction procedures for question
answering.

obtained are then encoded using a recurrent neural network layer
containing either Gated Recurrent Units [4] or Long Short-Term
Memory Units [7]. The encoded representation of the question is
matched with those of the document sentences to find the sentences
most relevant to the question, and then passed through another
recurrent neural network layer to obtain the answer. The advan-
tage of these deep neural network architectures is that they can
be employed to answer factoid based questions (with free text as
answers) in addition to multiple choice questions. However, they
suffer from the inherent drawback of all deep neural networks, i.e.
they require massively large amount of training data to learn the
question answering model accurately.

In summary, the existing systems for question answering require
large amounts of training data, and are not sufficiently accurate and
reliable because they are not designed to handle imbalanced data.
The proposed question answering system explicitly incorporates
measures to handle the data imbalance leading to more accurate
and reliable results with minimal amount of training data.

3 METHODOLOGY
The proposed question answering system takes in as input a set of
contracts, and a set of multiple choice questions to be answered
based on the text of the contracts. For training the system, it also
requires the true answers for the questions. Figure 2 describes the
training and prediction procedures used by the proposed system.

3.1 Training
The training process (Refer Figure 2) starts with the training data
containing a set of (contracts, questions, and answers) triples. The
answers may be either yes/no, or have multiple options such as
A/B/C, etc. The contracts and questions are first featurized, as de-
scribed below, to obtain the vector representations for each of them.
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The evidence is the piece of text in the contract which contains the
answer to the question. This evidence can either be marked manu-
ally in the contract by the lawyer, or extracted automatically. In our
implementation, we use a context based text selection algorithm
called Conditional Random Fields (CRF) [10]. The evidence, ques-
tion and the answers together form the training data for the next
phase of learning. This training data is passed through the SMOTE
algorithm and then the logistic regression algorithm to obtain the
question-answering model. Each of these steps are described in
detail below:

• Featurization: Each sentence in the contract is treated as a
set of tokens ( words or phrases or n-grams), and converted
into a unique d-dimensional TFIDF vector representation x
reflecting the frequency of each word/phrase. The TFIDF of
a token t in sentence s , given the set of all sentences S in the
input data, is defined by

t f id f (t , s, S) = t f (t , s) ∗ id f (t , S), (1)

where

id f (t , S) = log
[

(1 + n)
(1 + d f (t , S))

]
+ 1, (2)

t f (t , s) is the frequency of term t in sentence s ,
d f (t , S) is the number of sentences that contain the term t ,
and n is the total number of sentences in S .
The questions are similarly converted to unique vector rep-
resentations. Each of the answers is represented by a class
label y, where y ∈ {l1, l2, . . . , lK }, the K possible answer
categories.

• Evidence Extraction: After the contracts and questions
are featurized, these features are passed through a context
based text selection algorithm, which extract the portions
of the contract which are most relevant to the question. We
employ the technique proposed in [16], which uses the CRF
algorithm for evidence extraction, and has been shown to
yield the best performance for this task.
A CRF is a probabilistic generative model for assigning labels
to sequential data. Given a sequence of data points X =
{x1,x2,x3, . . .} and their labels {z1, z2, z3, . . .}, a CRFmodels
the joint probability of the data and the labels, given by

P (z,X , λ) =
exp

∑
i
∑
j λjFi (X , i, zi−1, zi )∑

z exp
∑
i
∑
j λjFi (X , i, zi−1, zi )

, (3)

where Fi (X , i, zi−1, zi ) is a feature function dependent on
the current position of the token and labels of the current
and previous data points, and {λj } are a set of learnt weights
associated with the feature functions. The parameters are
learnt by maximizing (3).
In our scenario of evidence extraction, the data points xi
represent the feature vectors of the sentences, and the labels
zi represent whether the sentence is relevant to the question
(zi = 1) or not relevant (zi = 0).
In an alternative implementation of the proposed question
answering system, the evidence could be marked manually
by a lawyer. This evidence is then featurized to obtain its

vector representation. However, this method of implement-
ing the system is only feasible on a small scale, and not
recommended.

• SyntheticMinorityOversamplingTEchnique (SMOTE):
The differentiating factor in the proposed question answer-
ing system is that it produces more accurate and reliable
prediction models than the existing systems with relatively
small amount of training data. This is due to the incorpo-
ration of the SMOTE algorithm [3, 20] for improving the
quality of the training data. A data set is imbalanced if the
number of instances of each category of data are not ap-
proximately equal to each other. For instance, for a "Does
the agreement restrict assignment?" question with a yes/no
answer, if there are 90 instances where the answer is yes,
and just 10 instances where the answer is no, this data set is
said to be imbalanced. This lack of balance in the training
data set leads to inaccurate and unreliable models. A large
amount of training data, ranging in tens of thousands of
examples, would be required to counter the effects of such
data imbalance.
To limit the amount of training data required, while also
countering the effect of data imbalance, we incorporate the
SMOTE synthetic data generation algorithm. The SMOTE al-
gorithm generates synthetic instances as linear combinations
of existing minority class instances, as follows:
– For each minority instance x , find k of its nearest neigh-
bors belonging to the minority class. In our implementa-
tion, we employ the k − d tree based k-nearest neighbor
algorithm [1] to find the nearest neighbors.

– Randomly select a neighbor xnn from among the k-nearest
neighbors, and generate a new instance xnew as

xnew = x + r (xnn − x) , (4)

where r is a uniform random number between 0 and 1.
These two steps are repeated until the number of minority
class instances are approximately equal to the number of
majority class instances. The class label ynew for each of
the synthetic instances xnew is set equal to the class label
of x . Unlike other methods for imbalance handling, SMOTE
generates synthetic instances which are more representative
of the minority class, and has been shown to yield the best
results.

• Multi-class classification: The new data set obtained after
SMOTE is passed through the logistic regression classifi-
cation algorithm [2]. Logistic regression is a probabilistic
classifier which maximizes the conditional probability that
given a data point xi , its label yi equals lk . This conditional
probability is given by

P(yi = lk |xi ) =
exp fk (xi )∑
k exp fk (xi )

, (5)

where fk (xi ) = wkxi + bk , wk is a d-dimensional weight
vector for class lk , and bk is the corresponding bias term.
The parameterswk and bk are learnt by maximizing (5).
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Question No. of yes No. of no
instances instances

Q1: Is notice required to assign 10 119
Q2: Does assignment require consent 75 40
Q3: Does the agreement restrict assignment 96 19
Q4: Does the agreement renew automatically 72 128

Table 1: Yes/No Questions in the Experimental Data set

3.2 Prediction
Figure 2 describes the procedure of predicting an answer for a
question based on the content of the contract. The contract and
question are featurized, and the evidence is extracted using the CRF,
as described in Section 3.1. The feature vector for the evidence x
is then used to calculate the probability that the label for the data
point x is lk , for each of the K labels, using (5). The label y∗ is then
obtained as

y∗ =maxkP(y = lk |x). (6)

Finally, the answer corresponding to y∗ is displayed to the user.

4 EXPERIMENTAL RESULTS
In this section, we evaluate the efficacy of the proposed multiple
choice question answering system, and compare it to the existing
techniques for multiple choice question answering.

4.1 Data Description
Our experimental data set consists of 147 legal agreements of differ-
ent types including service agreements, intellectual property agree-
ments, supply agreements, etc. The agreements were obtained from
the publicly available data sources EDGAR (Electronic Gathering,
Analysis, and Retrieval system) and SEDAR (System for Electronic
Document Analysis and Retrieval). These sources contain material
documents filed by publicly traded companies in the United States
and Canada, respectively.

We examine the performance of the proposed system on four
yes/no questions1 listed in Table 1. Clearly, this data set is highly
imbalanced and small in size2. The evidence for each of the ques-
tions is obtained by converting the sentences in the agreements
and the question to bi-gram TFIDF vectors, and applying the CRF
algorithm on these vectors. We used the CRFsuite software [15]
for the CRF algorithm implementation. Our in-house annotators
(consisting of law students, contract lawyers, and in-house senior
lawyers) then tagged each question and evidence pair with the ac-
tual yes/no answer. This formed the ground truth for our classifier
training and evaluation.

4.2 Evaluation Strategy
We performed a random 80 − 20 split on the instances of each of
the four questions to form the training and test data sets, ensuring
that there were both yes and no instances in both the splits. We
trained the proposed system using the training set and evaluated
its performance on the test set.

1Note that although we use simple yes/no questions to demonstrate its performance,
the proposed system can also be applied to questions with multiple choices as answers.
2Sophisticated deep neural network architectures such as attention based recurrent
neural networks cannot be trained accurately on data sets of such small size.

Question Q1 Q2 Q3 Q4
QA Train A 90.4 83.7 83.5 99.5
systems P 86.5 83.7 83.5 100.0
without R 100.0 100.0 100.0 98.6
data F1 92.7 91.1 91.0 99.3
imbalance Test A 57.6 82.6 83.5 94.0
handling P 57.5 82.6 83.5 96.1

R 93.5 100.0 100.0 84.7
F1 70.2 90.4 90.9 89.8

Proposed Train A 97.5 99.8 100.0 99.4
QA P 98.4 100.0 100.0 98.2
system R 97.3 99.7 100.0 98.2

F1 97.8 99.9 100.0 99.1
Test A 70.4 92.2 85.2 96.0

P 71.4 100.0 100.0 92.5
R 82.1 90.4 82.1 90.0
F1 76.2 94.9 90.1 95.0

Table 2: Comparison of the accuracy (A), precision (P), re-
call (R) and F1 scores (in percentage) of the proposed ques-
tion answering system with and without the incorporation
of SMOTE, on the training and test data sets. Unlike the
proposed question answering system, the existing question
answering systems do not incorporate any data imbalance
handling techniques. The proposed QA system uses SMOTE
to balance the data, due to which its performance is signifi-
cantly improved.

(a) QA systems without data imbalance handling

Predicted: Yes Predicted: No
Actual: Yes 19 0
Actual: No 4 0

(b) Proposed QA system

Predicted: Yes Predicted: No
Actual: Yes 18 1
Actual: No 0 4

Table 3: Test confusion matrices for the question Does as-
signment require consent?

The objective of our work is to show that by using SMOTE for
data imbalance handling, the performance of the question answer-
ing system is improved. Therefore, we compare the performance
of the system with and without the incorporation of SMOTE to
balance the data set, and evaluate the improvement in performance.
Note that the proposed systemwithout the incorporation of SMOTE
is equivalent to any of the existing multiple choice question an-
swering systems, which first learn to extract the sentences relevant
to the question from the contract and then directly learn a classifier
on this imbalanced data. In order to prove that SMOTE synthesises
instances representative of the minority class, we also balanced the
data set using randomly generated instances and then learnt the
classifier. We call this method the random balance method.

We set the parameter k (number of neighbors for the SMOTE
algorithm) to 6. We evaluate the performance of the systems in
terms of the following four measures :

Accuracy =
TP +TN

TP +TN + FP + FN
, (7)
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Precision =
TP

TP + FP
, (8)

Recall =
TP

TP + FN
, (9)

F1 =
2 ∗ Precision ∗ Recall
Precision + Recall

, (10)

where the terms TP, TN, FP, and FN are defined as
• TP (True Positive): Number of actual yes answers predicted
as yes.

• TN (True Negative): Number of actual no answers predicted
as no.

• FP (False Positive): Number of actual no answers predicted
as yes.

• FN (False Negative): Number of actual yes answers predicted
as no.

4.3 Results
Table 2 records the performance of the proposed system with and
without the incorporation of SMOTE for balancing the data. The
first eight rows show the training and test evaluation measures
for the imbalanced data (equivalent to the performance of any of
the existing question answering systems) and the last eight rows
show the training and test measures of the proposed system, which
incorporates SMOTE.

The proposed system is clearly better performing in terms of the
accuracy and F1 measures, proving that incorporation of SMOTE
for data balancing helps immensely. This is especially true for the
question Is notice required to assign?, where the imbalance in the
majority and minority instances is the largest (12 : 1 ratio). The
test accuracy for this question increases by about 13%, due to the
incorporation of SMOTE for imbalance handling. When the data
is imbalanced, the logistic regression classifier overfits the data,
leading to the low accuracy on the test data. The random balance
method also results in degraded performance. For instance, the test
accuracy for the question Is notice required to assign? is only 64%
for this method. The results of this method for all the questions are
not included due to lack of space.

We observe that the test recall suffers moderately on the first
three questions in the proposed system. This is because the false
negative rates are slightly higher in the proposed system, as seen
in the confusion matrix for the question Does assignment require
consent? in Table 3. However, the increase in the precision (increase
in true positive and reduction in false positive rates) more than
compensates for this reduction in recall.

In summary, we observe that the proposed system significantly
improves the performance of multiple choice question answering,
as a result of explicitly handling the data imbalance issue. It is very
useful, especially in scenarios where instances of some answers are
hard to come by, which is often the case in the legal domain.

5 CONCLUSIONS
Though question answering based on the content of documents has
been extensively studied in the fields of artificial intelligence and
machine learning, there have been few works and products which
apply the same to the legal domain. The primary reason that the
sophisticated machine learning techniques for question answering
cannot be directly applied to legal documents (contracts) is that the

contracts are diverse, leading to insufficient examples for training
and data imbalance.

In this article, we proposed a multiple choice question answering
system which explicitly handles the imbalance in the data by gener-
ating synthetic examples. The system assesses the legal document,
identifies excerpts within the document which contain the answer
to a given question and then chooses the appropriate answer from
among the available options. We demonstrate the effectiveness of
the proposed system on simple yes/no questions, which are useful
for performing due diligence in mergers and acquisitions.

In the future, we plan to extend the proposed question answering
system to answer multi-answer questions (questions with two or
more options as an answer) and factoid based questions (questions
with free text as answers).
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